Making puzzles green and useful for adaptive identity management in large-scale distributed systems
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Abstract
Various online systems offer a lightweight process for creating accounts (e.g., confirming an e-mail address), so that users can easily join them. With minimum effort, however, an attacker can subvert this process, obtain a multitude of fake accounts, and use them for malicious purposes. Puzzle-based solutions have been proposed to limit the spread of fake accounts, by establishing a price (in terms of computing resources) per identity requested. Although effective, they do not distinguish between requests coming from presumably legitimate users and potential attackers, and also lead to a significant waste of energy and computing power. In this paper, we build on adaptive puzzles and complement them with waiting time to introduce a green design for lightweight, long-term identity management; it balances the complexity of assigned puzzles based on the reputation of the origin (source) of identity requests, and reduces energy consumption caused by puzzle-solving. We also take advantage of lessons learned from massive distributed computing to come up with a design that makes puzzle-processing useful. Based on a set of experiments, we show that our solution provides significant energy savings and makes puzzle-solving a useful task, while not compromising effectiveness in limiting the spread of fake accounts.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Online systems such as Facebook, Twitter, Digg, and BitTorrent communities (among various others) offer a lightweight process for creating identities (e.g., confirming a valid e-mail address; the actual requirements may vary depending on the system), so that users can easily join them. Such convenience comes with a price, however: with minimum effort, an attacker can obtain a multitude of fake accounts (Sybil attack [1]), and use them to either perform malicious activities (that might harm legitimate users) or perform malicious activities (that might harm legitimate systems).
users) or obtain unfair benefits. The corruptive power of counterfeit identities is widely known, being the object of several studies in the literature [2–4].

It is extremely challenging (if not impossible) to devise a one-size-fits-all solution for identity management. As a consequence, the research community has focused on the design of system-specific solutions, in scenarios having a well-defined set of purposes, requirements, and constraints. In this paper, we approach the issue of fake accounts in large-scale, distributed systems. More specifically, we target those based on the peer-to-peer paradigm and that can accommodate lightweight, long-term identity management schemes [5] (e.g., file sharing and live streaming networks, collaborative intrusion detection systems); lightweight because users should obtain identities without being required to provide “proof of identity” (e.g., personal documents); and long-term because users should be able to maintain their identities (e.g., through renewal) indefinitely.

In the scope of these systems, strategies such as social networks [2,4,6,7] and proof of work (e.g., computational puzzles) [8–11] have been suggested as promising directions to tackle fake accounts. In spite of the potentialities, important questions remain. A number of investigations [12,13] has shown that some of the key assumptions on which social network-based schemes rely (e.g., and sybils form tight-knit communities) are invalid. More importantly, the use of social networks for identity verification might violate user’s privacy. This is an extremely sensitive issue, especially because of the growing concern and discussion about privacy issues in social networks [14–16].

Puzzle-based schemes inherently preserve users’ privacy (since no personal information is required to obtain identities) and therefore represent an interesting approach to stop sybils. Existing schemes focus on the users’ computing power, and use cryptographic puzzles of fixed complexity to hinder attackers [8,9]. However, puzzle-solving incurs in considerable energy consumption, which increases proportionally to the system popularity and the interest of attackers in controlling counterfeit identities. Furthermore, users waste computing resources when solving puzzles. These aspects lead to the following research questions: 1) Is it possible to force potential attackers to pay proportionally higher costs than legitimate users for each identity they request? 2) Can one reduce resource consumption required for puzzle-solving, without compromising its effectiveness? 3) How could one take advantage of puzzle-solving to perform useful processing?

To tackle this issue, we build on adaptive puzzles [17] – a mechanism that defines puzzle complexity based on the frequency in which users (sources of requests) obtain new identities – and complement them with waiting time to introduce a green design for lightweight, long-term identity management. Our design balances the complexity of assigned puzzles based on the measured reputation of the source of identity requests, and also reduces energy consumption incurred from puzzle-solving (hence green). We also take advantage of lessons learned from massive distributed computing to come up with a design that makes puzzle-processing useful – it uses real-life data processing jobs in replacement to cryptographic puzzles.

To answer the research questions posed earlier, we evaluated our solution by means of simulation, analytically, and using the PlanetLab environment. The results obtained show that it provides significant energy savings and makes puzzle-solving a useful task, while being effective in limiting the spread of fake accounts.

The remainder of this paper is organized as follows. We briefly review related work in Section 2, and revisit the concept of trust score of identity requests in Section 3. Then, in Section 4, we introduce our design for lightweight, long-term identity management based on green and useful puzzles. The protocol for identity lifecycle management is described in Section 5. In Sections 6 and 7 we present the set of experiments carried out to evaluate our solution, along with major findings. We then close the paper in Section 8.

2. Related work

The name “Sybil attack” was coined by Douceur, [1] to designate the creation of fake accounts in online systems. In the paper that describes the attack, Douceur proved that in the absence of a logically centralized entity, an unknown entity can always present himself to other entities in the system using more than one identity, unless under conditions and assumptions that are unfeasible for large-scale distributed systems. Since then, investigations have focused on limiting the spread of fake accounts and also on mitigating their potential harm. There are various solutions that bound the number of valid fake accounts in a given system. Danezis et al. [5] was the first to categorize these solutions, classifying them as either strong or weak identity-based management schemes.

The first category comprises solutions in which users may only obtain identities certified by trusted third-parties. Its main advantage is the difficulty imposed to users that attempt to create and control several identities, or take control of someone else’s identity. The solutions that fall in this category can be further classified as certification authorities [18–20] and trusted computing [21]. In spite of their potentialities, both require a wide availability and acceptance of the trusted entities that will vouch for the validity of identities (among other drawbacks).

The second category comprises mechanisms in which identities are not created with strong authentication guarantees (i.e., they do not serve for strongly authenticating the user/device using it). In this case, although it is not possible to avoid the existence of sybils, it is possible to limit their amount to an “acceptable level”. Such mechanisms may be useful, for instance, for applications that can tolerate a certain fraction of counterfeit identities. The solutions in this category may be further classified according to the strategy employed to enforce authenticity. Next we enumerate and discuss some of them.

1. Blacklisting. The solutions that fit in this category [22,23] rely on a list of addresses or subnets that presented “bad behavior” in the past (e.g., sending spam).
The maintenance of these blacklists must be supervised by a human operator (to prevent legitimate subnets from being regarded as suspicious), and must be updated often. They also rely on algorithms that are prone to misidentification of corrupt subnets.

2. Social networks. The use of social networks to detect and/or limit the occurrence of fake accounts has gained significant attention, with several prominent solutions proposed [4,6,7,24]. In addition to detecting/limiting fake accounts, they also estimate an upper bound for the number of fake accounts that are “accepted”. Those solutions have some important drawbacks, however. For example, they might violate user anonymity. Also, some investigations have shown that key assumptions upon which those solutions rely on are invalid [12,13].

3. Trust and reputation. These systems also have been used to detect fake accounts [25,26]. The actual goal is not limiting the dissemination of fake accounts, but detecting them once they behave suspiciously. However, such solutions have been vulnerable to white-washing attacks, except when strategies to make identity assignment a non-trivial task (e.g., moderation by a human operator) are adopted.

4. Proof of work. Solutions based on this approach (e.g., computational puzzles) [8–11] have been effective in limiting the spread of fake accounts or stopping malicious behavior in general (e.g., spamming). Despite the advances, existing mechanisms do not adjust puzzle complexity. More specifically, when assigning puzzles of equal computational complexity to everyone, it becomes hard to choose one that effectively hinders attackers, without severely compromising legitimate users.

In our research, we took advantage of proof of work and complemented it with the concept of trust score for coming up with a design for lightweight, long-term identity management that (i) preserves users’ privacy, (ii) adaptively balances the price (in terms of computing resources) to be paid per identity requested (thus making potential attackers to be severely penalized, without significantly harming presumably legitimate users), and (iii) bounds the number of fake accounts an attacker can control.

3. Revisiting the concept of trust score of identity requests

The research reported in this paper is built on the notion that users have to dedicate a fraction of resources to obtain identities, as a strategy to prevent the dissemination of fake accounts. As an important step towards dealing appropriately with presumably legitimate identity requests and those potentially malicious, we introduced in a previous work the concept of trust score [17]. It is a reputation index that establishes likeliness that some identity request, originated from a certain source of identity requests, is presumably legitimate or part of an ongoing attack. With such an index, proof of work based approaches can balance the price (in terms of resources) per identity requested, by using the values of trust score as a parameterization factor.

The concept of source of identity requests, illustrated in Fig. 1, is defined as an aggregation of one or more users (legitimate and/or malicious), that share locational characteristics (e.g. are behind a same IP address or sub-network, or are within a same region in the map), from which identity requests originate. Therefore, the exact meaning of “a source requests and obtains identities” is “user(s), from a certain source, request(s) and obtain(s) identities” [17].

3.1. Characterizing users’ recurrence patterns

Our research for a trust score function was driven by the idea that a good candidate should consider the dynamics of users’ recurrence patterns in large scale distributed systems, and ensure that they be assigned good values of trust score. To this end, it is important to characterize users’ recurrence in these systems, and assess a baseline regarded as “regular behavior”. The literature is rich in investigations analyzing the profile of traffic exchange (amount of data transferred, download and upload speeds, etc.), swarm sizes, etc. in traces publicly available [27]. However, the pattern of users’ participation in swarms has been largely neglected. We focus our analysis on this aspect.

Our characterization basically consisted in evaluating aspects such as users’ time and frequency of arrivals. From the files of users’ participation in torrent swarms analyzed, we extracted traces that rebuild users’ identity request events.3 In summary, we obtained five distinct traces, whose relevant characteristics for our evaluation are shown in Table 1.

In our analysis of users’ arrival distribution, we observed a consistent behavior over the week, apart from a few access peaks, characterized by an increase in the number of joins during daytime (UTC), and decrease overnight. As for users’ inter-arrival, we observed that some users left and re-joined the system within relatively short time.

3 For ethical reasons, the traces collected have been fully anonymized a priori, in order to make it impossible any sort of user identification/tracking. We also assume that the traces contain legitimate identity request activity only, since no evaluation of peer identity vs. address was carried out.
Table 1
Characteristics of part of the traces used in our analysis.

<table>
<thead>
<tr>
<th>Trace 1</th>
<th>Trace 2</th>
<th>Trace 3</th>
<th>Trace 4</th>
<th>Trace 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>First identity request date/time (MM-DD-YY HH:MM)</td>
<td>01-01-06 00:00</td>
<td>02-01-06 14:48</td>
<td>03-01-06 00:01</td>
<td>06-15-13 15:00</td>
</tr>
<tr>
<td>Last identity request date/time (MM-DD-YY HH:MM)</td>
<td>01-07-06 20:53</td>
<td>02-06-06 14:50</td>
<td>03-07-06 23:59</td>
<td>06-22-13 15:00</td>
</tr>
<tr>
<td>Total number of identity requests</td>
<td>203,060</td>
<td>738,587</td>
<td>545,134</td>
<td>3,315,363</td>
</tr>
<tr>
<td>Total number of sources of identity requests</td>
<td>44,066</td>
<td>50,512</td>
<td>47,968</td>
<td>1,320,074</td>
</tr>
<tr>
<td>Trace duration (h)</td>
<td>164.87</td>
<td>134.80</td>
<td>167.97</td>
<td>168</td>
</tr>
<tr>
<td>Average number of identity requests per minute</td>
<td>20.52</td>
<td>91.31</td>
<td>54.09</td>
<td>328.905</td>
</tr>
</tbody>
</table>

Table 2
Statistical summary of the frequency of recurrences, for each of the traces considered.

<table>
<thead>
<tr>
<th>Traces</th>
<th>Minimum</th>
<th>1st decile</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Mode</th>
<th>Median</th>
<th>Harmonic mean</th>
<th>9th decile</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trace 1</td>
<td>1</td>
<td>1</td>
<td>4.608</td>
<td>4.57889</td>
<td>1</td>
<td>3</td>
<td>2.39177</td>
<td>9</td>
<td>273</td>
</tr>
<tr>
<td>Trace 2</td>
<td>1</td>
<td>1</td>
<td>14.62</td>
<td>35.44363</td>
<td>1</td>
<td>5</td>
<td>3.15381</td>
<td>28</td>
<td>521</td>
</tr>
<tr>
<td>Trace 3</td>
<td>1</td>
<td>1</td>
<td>11.36</td>
<td>15.44093</td>
<td>1</td>
<td>6</td>
<td>3.23839</td>
<td>29</td>
<td>134</td>
</tr>
<tr>
<td>Trace 4</td>
<td>1</td>
<td>1</td>
<td>2.511</td>
<td>4.76563</td>
<td>1</td>
<td>1</td>
<td>1.342308</td>
<td>5</td>
<td>180</td>
</tr>
<tr>
<td>Trace 5</td>
<td>1</td>
<td>1</td>
<td>3.384</td>
<td>5.422933</td>
<td>1</td>
<td>2</td>
<td>1.538539</td>
<td>7</td>
<td>82</td>
</tr>
</tbody>
</table>

Fig. 2. Distribution of users’ recurrences, shown in log–log plots.

A number of hypotheses can explain this behavior, ranging from transient network failure (which causes users to disconnect often), to monitoring crawlers (which connect just to obtain a list of online users, and then disconnect). In summary, these two aspects suggest that a candidate design for a trust score function should accommodate seasonal changes in users’ behavior (within a window of hours, days, or even weeks), and enable users to rejoin the system with a certain frequency without being much penalized.

The analysis of users’ recurrence in the system provided the most interesting insights for the design of our trust function. Fig. 2 shows the frequency of recurrence for Traces 1 and 5. Observe from Fig. 2(a) that the vast majority of users joined the system very few times in one week. Observe also that the recurrences followed exponential/power-law distributions; this observation was confirmed for several other traces studied.

Table 2 presents a statistical summary of the frequency of recurrences. Note that the amplitude of recurrences is large in each of the traces. For example, amplitude observed in Trace 1 was 272 (1 and 273). However, at least 90% of users joined the system no more than 9 times. For Trace 2, at least 90% of users joined the system no more than 28 times during one week; this is similar for Trace 3 (29 times).

As for the 10% of users that joined the system more frequently, some interesting patterns were observed. For example, some users joined/left the system every 5 min, on average. This behavior is consistent with robots that periodically collect statistical information from the network, or that attempt to identify users disseminating copyrighted content [28]. Apart from these outliers, one important conclusion from our analysis, which we explored in our design for a trust score function, is that the majority of users tend to join the swarm in a relatively low frequency during a given period.

In summary, the trace analysis has shown that a candidate trust score function should accommodate seasonal changes in users’ behavior, and enable them to rejoin with a certain frequency without being much penalized. More importantly, it has shown that a vast majority of users tend to access online systems with a relatively low frequency, during a given period. Attackers on the other hand shall request a higher number of identities from a limited number of sources. Therefore, keeping track of sources’ recurrence becomes a promising approach for the design of our trust score function.
3.2. Computing values of trust score for sources of identity requests

In the context of this research, trust score \( \theta \) is a reputation index that establishes the likeliness that some identity request, originated from a certain source, is presumably legitimate or potentially part of an ongoing attack. Here we provide a brief overview of our trust score function and related equations (please refer to our previous paper [17] for a detailed, in-depth discussion about trust scores and supporting mathematical formulation).

The main input for computing \( \theta \) is the number of identities already granted to the users associated to a given source. This number is defined as \( \phi_i(t) \) for the \( i \)-th source, at instant \( t \) (with \( \phi_i(t) \in \mathbb{N} \)). Based on this information, we formally define the source recurrence \( \Delta \phi_i(t) \) and network recurrence \( \Phi(t) \), with \( \Phi(t) \in \mathbb{R} \) and \( \Phi(t) \geq 1 \) metrics. The former, given by \( \Delta \phi_i(t) = \phi_i(t) - \phi_i(t - \Delta t) \), represents the number of identities granted to users associated to some source \( i \), in the last \( \Delta t \) units of time. The latter corresponds to the average number of identities granted in the same period.

The network recurrence metric \( \Phi(t) \) is computed using the simple mean of the values of sources’ recurrence, according to Eq. (1). In this equation, \( n \) is the number of currently active sources, i.e., those that have obtained at least one identity within the interval \( \Delta t \). Note that when \( \Delta \phi_k(t) = 0 \) for some source \( k \), users associated to that source have not obtained any identity (during \( \Delta t \)); such a source can be safely ignored.

\[
\Phi(t) = \begin{cases} 
1, & \text{if } n = 0 \\
\frac{1}{n} \sum_{i=1}^{n} \Delta \phi_i(t), & \text{if } n \geq 1
\end{cases}
\]  

(1)

Observe that \( \Delta t \) serves as a bound for the portion of identity grants considered when computing the sources’ (and the network) recurrence metrics, thus functioning as a “sliding window” that addresses the seasonality of users’ access patterns. As the window slides forward, older identity grants are gradually discarded, thus allowing room to newer ones which are more representative of the current state of the system.

Recall from the trace analysis that a large fraction of users presented a similar, consistent behavior in terms of users’ recurrence. For this reason, we use the network average as baseline for “normal behavior”. In this context, by comparing the behavior of a given source \( i \) (inferred from \( \Delta \phi_i(t) \)) and the network behavior (inferred from \( \Phi(t) \)), we calculate the relationship between source and network recurrences \( \rho_i(t) \), with \( \rho_i(t) \in \mathbb{R} \). When negative, \( \rho_i(t) \) indicates how many times the recurrence of the \( i \)-th source is lower than the recurrence of the network. Eq. (2) provides the value of \( \rho_i(t) \).

\[
\rho_i(t) = \begin{cases} 
1 - \frac{\Phi(t)}{\Delta \phi_i(t)}, & \text{if } \Delta \phi_i(t) \leq \Phi(t) \\
\frac{\Delta \phi_i(t)}{\Phi(t)} - 1, & \text{if } \Delta \phi_i(t) > \Phi(t)
\end{cases}
\]  

(2)

The value of \( \rho_i(t) \) serves then as input for computing the source trust score \( \theta_i(t) \). It is calculated at instant \( t \) according to Eq. (3), and assumes values in the interval \((0, 1] \): on one extreme, 1 denotes a high trust on the legitimacy of (the) user(s) associated to that source; on the other, 0 indicates high distrust, i.e., a high probability that there exists an attacker “behind” that source. We refer to our previous paper [17] for a detailed, in-depth discussion on the rationale for this equation and trust properties it holds.

\[
\theta_i(t) = 0.5 - \frac{\arctan(\Phi(t) \times \rho_i(t)^2)}{\pi} 
\]  

(3)

Abrupt but momentarily changes in their behavior should also be taken into account by our trust score function. For this reason, we compute the smoothed trust score. Defined as \( \theta_i'(t) \) for the \( i \)-th source at instant \( t \), it is calculated as shown in Eq. (4). The smoothing factor \( \beta \) determines the weight of present behavior in the calculation of the trust score, assuming values in the interval \((0, 1] \); values of \( \beta \) close to 0 assign a high weight to historical behavior, and vice-versa. In Eq. (4), \( \theta_i'(t') \) refers to the last computed value of smoothed trust score.

\[
\theta_i'(t) = \begin{cases} 
\theta_i(t), & \text{if } \theta_i'(t) \text{ was never computed} \\
\beta \times \theta_i(t) + (1 - \beta) \times \theta_i'(t'), & \text{otherwise}
\end{cases}
\]  

(4)

4. Green and useful puzzles for identity management

In this section we briefly discuss the concept of adaptive puzzles (Section 4.1). Then, we introduce our proposal for making puzzles green and useful (Section 4.2).

4.1. Adaptive puzzles

Although being effective in protecting large-scale distributed systems from Sybil attacks, traditional puzzle-based defense schemes do not distinguish between identity requests from (presumably) legitimate users and attackers, and thus require both to afford the same cost per identity requested. To address this problem, we use trust scores to parameterize the complexity of the puzzles to be solved by users prior to obtaining identities. The mapping between trust and puzzle complexity is given by an abstract function \( \gamma : \Theta \rightarrow \mathbb{N}^+ \) (where \( \Theta \) is a set of all possible values of trust), which depends essentially on the nature of the adopted puzzle; for being effective, the puzzle must belong to the complexity class NP-complete. In this function, the trust score \( \theta_i(t) \in \Theta \) (of the \( i \)-th source) is mapped to a puzzle having exponential complexity, equivalent to \( O(2^n) \).

An example of mapping function is given in Eq. (5); note that the puzzle complexity is defined based on a maximum possible complexity \( \Gamma \). In this equation, the constant 1 defines the minimum possible puzzle complexity.

\[
\gamma_i(t) = \lfloor \Gamma \cdot (1 - \theta_i(t)) \rfloor + 1
\]  

(5)

To illustrate, consider the computational puzzle presented by Douceur in [1]: given a sufficiently high random number \( y \), find two numbers \( x \) and \( z \) such that the concatenation \( x|y|z \), after processed by a secure hash function, leads to a number whose \( y \) least significant bits are 0. This
problem can be solved through a brute-force search algorithm, whose complexity is proportional to $O(2^n)$, whereas the time to assert the validity of the solution is constant. Any puzzle having similar characteristics can be employed with our solution. There are examples in the related literature, such as [1,8,9], so there is no need to invent a new one.

4.2. Making puzzles green and useful

In the following sections we describe our proposal for making traditional puzzles green and useful, without degrading their effectiveness against fake accounts.

4.2.1. Towards green puzzles

Cryptographic puzzles are effective in stopping abusive behavior (e.g. dissemination of fake accounts) because of their time (and resource) consuming nature. This type of puzzle however poses a trade-off between complexity and effectiveness. Puzzles that take one second to be solved (less complex) will barely stop attackers. To keep attackers away, it is important to assign more puzzles (which take longer to be solved).

A side effect of making puzzles more complex is an increase in energy consumption (to power the processor that will solve them). This problem is negligible considering a handful of puzzles. However, it becomes considerable as more and more people have to solve them (e.g. before obtaining an account). Given the growing concern about rational usage of natural resources, “green puzzles” (which demand less resources, but remain effective in limiting fake accounts) becomes paramount.

In our research, we propose reducing the average complexity of assigned puzzles by complementing them with “wait time”. Take as an example the one illustrated in Fig. 3: suppose that keeping attackers away requires assigning puzzles that take five time units to solve. In our approach, instead of assigning such (traditional) puzzle, we assign a (green) puzzle that takes two time units; as a complement, we “ask” him to wait three more time units (without processing any puzzle) before obtaining an identity.

The value of trust score is used for estimating both the puzzle complexity and the wait period. The strategy we envisage for estimating them depends on the process currently taking place, which can be either an identity request or renewal.

(1) Identity request process. It involves the assignment of a puzzle to be solved and a wait time to be obeyed by the user. The puzzle complexity $\gamma(t)$ is estimated as a function of the trust score $\theta_i(t)$, and considers a higher value of maximum complexity, $\Gamma = \Gamma_{\text{req}}$. The value of $\theta_i(t)$ used to estimate the puzzle complexity is saved in the identity (this aspect is discussed in more detail in Section 5).

Eq. (5) (shown in the previous section) represents a design we consider for assessing the puzzle complexity.

For the waiting time, we calculate it considering a similar approach as in the case of puzzle complexity (recall that the defined wait time must complement the complexity of the assigned puzzle). In other words, it increases exponentially, proportionally to $2^w$, where $w$ is a wait factor also defined as a function of $\theta_i(t)$. Therefore, small decreases in the value of trust score will translate into higher increases in the wait time to be obeyed by the user. The design we consider for computing $w$ is given in Eq. (6). In this function, $\Omega$ represents the maximum factor for the waiting time.

$$w(t) = \Omega \cdot (1 - \theta_i(t))$$

To prevent that an attacker request a large amount of puzzles and “parallelize” her wait for all of them, the current value of the source trust score must be compared to the one used to estimate the wait period; if their difference exceeds a threshold $\Delta \theta$ (i.e., $\theta_i(t) - \theta_i(t') \geq \Delta \theta$), the identity request process should be interrupted (similarly to what happens if the user does not obey the wait time). Recall that the trust score of a source changes overtime, especially after new identities are granted to it.

(2) Identity renewal process. It involves solely the assignment of a puzzle to be solved; no wait time is assigned. The puzzle complexity is defined as a function of the value of trust score stored in the identity (represented by $I(\theta)$), saved during the identity request process. This is an incentive so that users renew their identities, and thus take advantage of an increasingly better reputation. Eq. (7) represents a design we consider for assessing the puzzle complexity in this process. Once completed, $\theta_i(t)$ must be saved in the identity ($I(\theta) \leftarrow \theta_i(t)$), for use during future renewal processes.

$$\theta_i(t) = \beta \cdot 1 + (1 - \beta) \cdot I(\theta)$$

The puzzle complexity is defined considering a lower complexity factor, $\Gamma = \Gamma_{\text{renew}}$. If the identity has already expired, another value of maximum puzzle complexity, $\Gamma = \Gamma_{\text{renew}}$, must be used. As a general recommendation to encourage users to maintain their identities and renew them before expiration, $\Gamma_{\text{renew}} < \Gamma_{\text{req}} < \Gamma_{\text{req}}$.

4.2.2. Towards useful puzzles

There are several proposals of cryptographic puzzles that can be used with our design to establish a cost for the identity renewal process [1,8,9]. An important characteristic of such puzzles is that their processing does not result in actual useful information. For example, consider again the one proposed by Douceur [1]. The solutions for that type of puzzle hardly can be used (if not) as useful input to some other process. We thus propose a different class of puzzles, which takes advantage of users’ processing cycles to compute actually useful information.

To assign a puzzle to be solved, every identity request or renew messages must be replied with (l) an URL that contains a piece of software that implements the puzzle (which can be a useful puzzle or a cryptographic one) and
(ii) a set \( J \) of jobs (where each job is comprised of a number of input arguments to the downloaded piece of software). The puzzle complexity is given by \(|J|\).

An example of puzzle is a software that runs a simulation and generates the results using plain text. In this context, \( J \) contains a number of seeds that must be used as input to the simulation. Supposing that \( \gamma_i(t_k) = 4 \) (as computed from Eq. (5)), then \(|J| = 2^4 = 16\). To prevent that an attacker provide fake solutions, any protection mechanism adopted in massive distributed computing or crowdsourcing could be used. For example, \( J \) could contain some “test jobs” (for which the result is already known); this approach follows the same strategy used in schemes such as ReCAPTCHA [29], which aims at keeping robots away from websites and helps digitizing books. In this case, the attacker would not be able to distinguish which are test jobs and real ones.

5. Conceptual design for identity management

Here we focus on the conceptual design that forms the basis of our solution. In the description that follows, bootstrap is the entity responsible for granting/renewing identities to users; a source is the location, identified by the bootstrap, from which a given user requests an identity.

5.1. Identity schema and lifecycle

In our design, we assume that identity \( I \) contains the following information: \( I = (i, t, \theta) \). In this tuple, \( I(i) \) is a unique, universal identifier, and \( I(t) \) is the last time it was processed by the bootstrap (e.g., during a renewal). Finally, \( I(\theta) \) represents the trust score associated to the identity (it will be discussed in the following section). To prevent tampering, identities should be digitally signed by the bootstrap upon processing.

We also envisage two system-wide parameters for supporting the identity lifecycle management: \( V \) and \( E \) (with \( V \geq E \)). \( V \) indicates the amount of time provided for the validity of an identity, whereas \( E \) indicates the time for identity expiration. Being \( T \) the current timestamp, an identity is valid for contacting the bootstrap only if \( I(t) + V \geq T \); otherwise, the user must obtain a new identity (which will incur in a comparatively higher cost, as discussed earlier). Likewise, an identity is valid for identifying a user in the system only if \( I(t) + E \geq T \). Observe that \( I \) may have expired, but the identity can still be valid for renewal; this is true as long as \( I(t) + V \geq T \) does not hold yet. Fig. 4 depicts the set of possible states of an identity, and possible transitions between them. Next we describe the conditions that trigger each transition.

5.2. Protocol for identity lifecycle management

Fig. 5(a) illustrates a simplified view of the protocol for managing the lifecycle of identities, and the entities involved. The messages exchanged with this protocol should be digitally signed, to prevent tampering. Fig. 5(b), in turn, focuses on the state machine for this protocol. The gray regions in these figures highlight the extension we propose here considering any traditional, general identity management scheme.

In an initial state, the user has no valid identity (either because he has never joined the system, or his identity is no longer valid). Transition A (arrow A in Fig. 4) after the user obtains an identity from the bootstrap, by means of an identity request process. This process takes place when he issues a BEGINHANDSHAKE message (first arrow in Fig. 5(a)) to the bootstrap. In response, the bootstrap issues a task to be performed, using message COMPLETE TASK (second arrow). In our protocol, task can be of any type that is commonly understood between the entities involved. In the context of this research, we envisage task as a puzzle (or wait time), with complexity (or duration) determined according to the methodology described in the previous sections.

After completing the task (e.g., solving the assigned puzzle, or obeying the determined wait time), the user...
contacts the bootstrap and issues the TaskCompleted message (third arrow). This message has an optional parameter, solution, which essentially depends on the task nature. Once verified that the task was correctly completed (e.g., by assessing the validity of solution), the bootstrap issues a new identity to the user, by sending message Handshake-Completed (fourth arrow). At this stage, the user evolves to the “up to date identity” state, which means he has a valid, unexpired identity. It is important to observe from Fig. 5(b) that the protocol enables as many iterations CompleteTask, TaskCompleted as the bootstrap sees fit. For example, in the case a solution based on green and useful puzzles is used for identity management, a first iteration of CompleteTask, TaskCompleted may serve for puzzle assignment, and a second iteration may serve for establishing a wait time.

Depending on the system nature, users might be required to renew their identities periodically. To this end, we envisage a renewal process following the same protocol depicted in Fig. 5(a). The difference is that the messages exchanged now contain the identity to be renewed (parameter $I$). Observe that the bootstrap entity is the sole responsible for task assignment and validation of returned solutions. This responsibility could be decentralized to some degree. It is important however that the entities in charge be trusted (to prevent tampering).

In case the user does not renew its identity and $I(t) + E \geq T$ holds, transition $C$ (Fig. 4) takes place; the identity then becomes no longer valid for joining the system (state “expired identity”), but it can still be renewed. If the user renews it before $I(t) + V \geq T$ holds (transition $D$), it becomes valid again (state “up to date identity”). Otherwise, transition $B$ takes place and the identity becomes useless; the user must then go through the process of obtaining a new identity as if he had never had one.

6. Analytical evaluation

We begin our evaluation by establishing an analytical model for assessing the effectiveness and robustness of green and useful puzzles for identity management. Based on the research questions posed in the introduction, here (and in the section that follows) we focus on the evaluation aspects enumerated next: (i) what is the impact of our scheme to legitimate users and attackers? (ii) what are the potential energy savings? (iii) is it technically feasible to reuse processing cycles to compute useful information? (iv) what is the monetary cost of launching an attack against our scheme (in terms of acquiring the resources necessary for deploying it)? To help answering these questions, we define the following evaluation metrics:

- **Reduction of fake accounts ($R$).** This metric indicates the proportion in which the amount of valid fake accounts was reduced. Formally, we have

\[
R = 1 - \frac{\int_{t_i}^{t_f} f_{\text{mal}}(t) \, dt}{\int_{t_i}^{t_f} f_{\text{leg}}(t) \, dt}
\]  

In the equation above, $f_{\text{leg}}(t)$ and $f_{\text{mal}}(t)$ are functions that describe the number of valid fake accounts in the system at instant $t$, in the scenario where our solution and a baseline mechanism are used, respectively. $t_f$ and $t_i$ represent the period of evaluation (in our experiments, $t_i$ equals to 0 and $t_f$ equals to the duration of the experiment). Possible values for this metric range in the interval $(-\infty, 1]$. A value of $R = 1$ is a global optimum; it means our solution did not allow any creation of fake accounts. Due to the nature of the data collected from the experiments, we use Riemann Summation to compute both integrals.

- **Proportion of energy savings ($D$).** It indicates the ratio of energy savings provided by our solution, when compared to a baseline scenario. Formally, we have

\[
D = 1 - \frac{\min(\text{consumption (baseline)}, \text{consumption (solution)})}{\text{consumption (baseline)}}
\]

In the equation above, consumption(solution) is the total energy consumption caused by our solution, and consumption(baseline) is the energy consumption observed for the mechanism regarded as baseline. Possible values for this metric range in the interval $[0, 1]$. A value of $D = 1$ is a global optimum; it means our solution provided the highest savings possible, when compared to the baseline scenario.

6.1. Model

Legitimate and malicious requests arrive following some distribution $f_k(t; \ldots)$; index $k$ can be either leg (for legitimate requests) or mal (for malicious ones). Note that either distribution can be Gaussian, exponential, uniform, fixed, or any other. In this case, we can derive as $\lambda_k(t) = U_k^{-1} \cdot f_k(t; \ldots)$ the arrival rate for each legitimate ($k = \text{leg}$) and malicious ($k = \text{mal}$) source. In these equations, $U_k$ stands for the number sources.

The analysis in our model evolves in rounds, with duration $\Delta t$. In this case, the number of identity requests per source within a given round $i$ ($Y_i > 0$) is given by Eq. (10). In this equation, $k$ can be either leg or mal, and $R_k$ is the total number of requests of type $k$ made during the evaluation.

\[
\Lambda_k(i) = R_k \int_{(i-1)\Delta t}^{i\Delta t} \lambda_k(t) \, dt
\]  

To accommodate identity renewal in our model, we define a function $\Lambda_k'(i)$ (computed following Eq. (11)), which is the sum of the number of requests per source that arrived for the first time in the network (defined by $\Lambda_k(i)$), and the number of identities per source that expired in the previous round and thus must be renewed (see Eq. (18)). $\Psi_k(i-1)$. $U_k$ is the number of sources of type $k$ in the system. For simplicity, we assume here that both legitimate users and attackers renew their identities once expired.

\[
\Lambda_k'(i) = \frac{\Psi_k(i-1)}{U_k} + \Lambda_k(i)
\]  

The rate in which identities are granted per second (service rate), defined for a given round $i$, is given by...
Eq. (12) (for \( k \in \{\text{leg, mal}\} \)). Observe that it captures the penalties imposed by both cryptographic puzzles and wait time. The former is captured through the exponential complexity \( O(2^{|l|}) \) of the brute force search algorithm used to solve the puzzles. The latter, following our design for green puzzles, is a passive wait that grows exponentially with \( 2^{|l|} \). In this equation, \( \zeta_k \) is the total number of computing devices of type \( k \), and \( \rho_k \) is the average computing power of each device in possession of a given user (either a legitimate user or an attacker). A value of \( \rho_k = 1 \) represents a standard, off-the-shelf hardware (for reference); a value of \( \rho_k = 2 \) denotes a hardware twice as fast. The values of \( \gamma_k(i) \) (puzzle complexity factor) and \( \omega_k(i) \) (waiting time factor) are computed according to Eqs. (5) and (7), respectively (as discussed in Section 3).

\[
\mu_k(i) = \frac{1}{2^{i+2^{|l|}^{\rho_k}} + 2^\omega + 2^\omega_k(i)} \quad (12)
\]

Based on the service rate defined above, the maximum number of identities that one can obtain in each round can be computed using Eq. (13).

\[
M_k(i) = \Delta t \cdot \mu_k(i) \quad (13)
\]

For defining the service rate (as shown in Eq. (12)), we need the average trust score of the sources of identity requests (either legitimate or malicious). To estimate it, we must first estimate the average recurrence of sources, and the network recurrence rate. The former is given by Eq. (14), whereas the latter is given in Eq. (16).

\[
\Delta \phi_k(i) = \min(\Lambda_k(i) + \psi_k(i - 1) - M_k(i - 1)) \quad (14)
\]

The rationale for computing \( \Delta \phi_k(i) \) is the following. In each round \( i \), \( \Lambda_k(i) \) requests arrive in the system. However, the number of identities granted in previous rounds can be smaller (\( \Lambda_k(i) > M_k(i) \)). In practice, it means that some user may be either solving puzzles or respecting the waiting period. As a consequence, there will be a number of requests that will not be granted in that round, and thus will retry. Therefore, for computing \( \Delta \phi_k(i) \) in the \( i \)-th round, we take the minimum between the number of requests \( i \) from round \( \Lambda_k(i) \) plus those still in process from previous rounds \( \psi_k(i - 1) \), and (ii) those already granted an identity in the previous round \( M_k(i - 1) \). Note that the service rate in the next round depends on the arrival rate in the previous one. Similarly, the number of requests that have not been granted an identity and therefore will retry in the next round (\( \psi_k(i) \), given in Eq. (15)) is defined as the difference between the number of identities that arrived and the estimated value of \( \Delta \phi_k(i) \).

\[
\psi_k(i) = \Lambda_k(i) + \psi_k(i - 1) - \Delta \phi_k(i) \quad (15)
\]

The network recurrence rate (Eq. (16)) is given by the minimum between 1 (in case no request was granted yet) and the average of already granted requests. In this equation, \( \kappa \) is a set that indicates what types of users have requested at least one identity during that round (\( \kappa \subseteq \{\text{leg, mal}\} \)). In case \( \kappa = \emptyset \) (i.e., neither legitimate users nor attackers have obtained identities during that round), it returns 1.

\[
\Phi(i) = \max \left(1, \frac{1}{\max(1, |\kappa|)} \cdot \sum_{k \in \kappa} \Delta \phi_k(i - 1)\right) \quad (16)
\]

Finally, the number of identities of type \( k \) that are valid after \( i \) rounds (where \( i \) can be given by the total period of analysis \( T \) divided by \( \Delta t \), i.e., \( |T/\Delta t| \)) is given by \( G_k(i) \), as shown in Eq. (17). In this equation, \( v \) is the number of rounds in which an identity is valid, and is given by the maximum validity \( v = V/\Delta t \).

\[
G_k(i) = \left\lfloor U_k \cdot \sum_{j=i-v}^i \Delta \phi_k(j) \right\rfloor \quad (17)
\]

It is important to keep track of the number of identities that expire, so that they re-enter the system as new requests. This number, denoted as \( \Psi_k(i) \) for the \( i \)-th round, and computed according to Eq. (18), is defined as the difference between the total number of requests that have arrived since the first round, and the number of identities currently valid plus the number of requests that were not yet granted.

\[
\Psi_k(i) = U_k \cdot \sum_{j=0}^i \Lambda_k(j) - (G_k(i) + \psi_k(i) \cdot U_k) \quad (18)
\]

### 6.2. Complexity analysis of the attack

The number of fake accounts an attacker may obtain basically depends on the amount of resources provided to the attack, and conditions in which these resources are used. The algorithm for implementing an attack against our solution is straightforward. Given as input the number of malicious sources available, and total period for the attack, the attacker must determine, for each malicious source, (a) how many requests will originate from it, and (b) when each request will be made. Algorithmically, the complexity of determining an allocation of number of identity requests per sources, and instant in which each request will be performed, is equivalent to \( O(r) \), where \( r \) stands for the number of malicious requests.

While the complexity of the algorithm above is relatively small, implementing a successful attack depends on the strategy used to materialize steps (a) and (b). We argue that the best strategy an attacker can use to maximize her profit, given a finite amount of resources (computing power and sources), is: (i) making an equal allocation of malicious requests among those sources in her hands, (ii) uniformly spread those malicious requests overtime, and (iii) prevent sharing malicious sources with legitimate users.

To illustrate (i), consider \( \gamma = \omega = 0 \). and \( P_{\text{mal}} = 1 \). In order to obtain puzzles of lower complexity, the trust score \( \theta(t) \) of the malicious sources must be as high as possible, or at least around 0.5 (\( \theta(t) \approx 0.5 \)). To this end, the recurrence of a source must be as low as possible, or at most around the same value of the measured network recurrence rate (\( \Delta \phi(t) \leq \Phi(t) \)). To achieve this, and at the same time perform \( r \) malicious requests, the attacker must divide them as uniformly as possible among the \( u \) sources.
available (i.e., $Δφ(t) = \frac{1}{r}$), so as to keep the average recurrence per source low and thus appear less suspicious. Suppose that, by doing this, the recurrence of malicious sources becomes $Φ(t)$ (i.e., $Δφ_i(t) = Φ(t)$, where $i$ is the index of a malicious source). We thus have $θ(t) = 0.5$. From Eq. (12), the attacker’s capability to solve puzzles is then $μ = 1/(2^0.5\Gamma + 2^0.5Ω + 2)$.

The logic behind statement (ii) is analogous. First, consider $γ = r = 0$, and $R_{mal} = 1$. Let $Δt$ be the window considered for computing $Δφ(t)$ and $Φ(t)$. Consider also that the time period begins in $T_0$ and ends in $T_f$. For simplicity, we consider that the attacker controls a single source. The results presented here, however, can be generalized for multiple sources. In order to obtain puzzles of lower complexity, the value of $θ(t)$ of the malicious source must be as high as possible, or at least around 0.5 ($θ(t) ≥ 0.5$). To this end, the recurrence of that source, $Δφ(t)$, must be as low as possible, or at most around $Φ(t)$. To achieve this, and at the same time perform $r$ malicious requests in $T$ units of time, the attacker must divide them as uniformly as possible along $T$ (i.e., $Δφ(t) = r/T · Δt$), so as to keep the average recurrence of her source low within the sliding window $Δt$. Suppose that, by doing this, the recurrence of the malicious source becomes equal to $Φ(t)$. In this case, we achieve $θ(t) = 0.5$. From Eq. (12), the attacker’s capability to solve puzzles is then $μ = 1/(2^0.5\Gamma + 2^0.5Ω + 2)$.

Finally, the logic behind statement (iii) is similar to that of statements (i) and (ii): sources will be assigned higher values of trust score should they be associated with fewer identity requests. Therefore, sharing sources of identity requests ultimately means increasing their recurrence, which of course degrades the measured trust score.

6.3. Attacker’s strategy

Here we provide proof of the validity of the attack strategy discussed above, showing that it is in fact the best the attacker could use.

Theorem 1. Let $S_{mal} = u$ be a set of sources in hands of the attacker, and $R_{mal} = r$ the number of identities to be obtained. The strategy that maximizes the profit of the attacker (i.e., that minimizes the overall complexity of the puzzles to be solved) is to make an equal allocation of the $S_{mal}$ requests among the $R_{mal}$ sources.

Proof. Suppose that some different, generic attack strategy in which malicious requests are not uniformly requested along $T$ is the best one an attacker could use. Therefore, for some period $Δt ∈ T$, its recurrence will be larger than $Δφ(t) = r/T · Δt$ (and thus larger than $Φ(t)$). Conversely, for the rest it will be lower (and smaller than $Φ(t)$ as well). Assume that from $T_{i-1}$ to $T_i$ (with $0 < i < \bar{f}$) that source request less $x$ identities (with $x ∈ N^*$). $Δφ(t)$ will decrease to $\frac{1}{r} · (T_i - T_{i-1})$ and, therefore, it will be lower than $Φ(t)$. Consequently, the trust score of these $k$ sources will increase to $θ_i' = 0.5 + \bar{θ}_i$ (with $\bar{θ}_i ∈ (0, 0.5)$); the attacker’s capability to solve puzzles becomes $μ_i' = 1/(2^{0.5i\Gamma} + 2^{0.5iΩ} + 2)$.

The number of identities which remain to be requested is $x$, so that all $r$ requests are performed. They must be performed in the remaining $T_f - T_i$ period of time. If the remaining requests are evenly distributed among sources, their recurrence will increase to $Δφ(t) = \frac{r}{T_f - T_i}$. Such a recurrence will be higher than $Φ(t)$; the trust score of these $k$ sources will decrease to $θ_i' = 0.5 - \bar{θ}_i$ (with $\bar{θ}_i ∈ (0, 0.5)$); the attacker’s capability to solve puzzles becomes $μ_i' = 1/(2^{0.5i\Gamma} + 2^{0.5iΩ} + 2)$. Comparing this situation with the previous one (in which requests are evenly divided among sources), we have $μ_i' < μ < μ_i'$. Note that, while the attacker has a gain with the sources that request fewer identities, the overhead with the sources that request more identities increases significantly, given the exponential growth rate of puzzles. This proof evidences that any attack strategy that does not evenly divide requests among sources will result in even more complex puzzles being assigned.

Theorem 2. Let $r$ be the number of identities an attacker must obtain, and $T$ the time period during which these identities should be requested. The strategy that maximizes the profit of the attacker is to spread the $r$ requests throughout period $T$.

Proof. Suppose that some different, generic attack strategy in which malicious requests are not uniformly requested along $T$ is the best one an attacker could use. Therefore, for some period $Δt ∈ T$, its recurrence will be larger than $Δφ(t) = r/T · Δt$ (and thus larger than $Φ(t)$). Conversely, for the rest it will be lower (and smaller than $Φ(t)$ as well). Assume that from $T_{i-1}$ to $T_i$ (with $0 < i < \bar{f}$) that source request less $x$ identities (with $x ∈ N^*$). $Δφ(t)$ will decrease to $\frac{1}{r} · (T_i - T_{i-1})$ and, therefore, it will be lower than $Φ(t)$. Consequently, the trust score of these $k$ sources will increase to $θ_i' = 0.5 + \bar{θ}_i$ (with $\bar{θ}_i ∈ (0, 0.5)$); the attacker’s capability to solve puzzles becomes $μ_i' = 1/(2^{0.5i\Gamma} + 2^{0.5iΩ} + 2)$.

The number of identities which remain to be requested is $x$, so that all $r$ requests are performed. They must be performed in the remaining $T_f - T_i$ period of time. If the remaining requests are evenly divided among sources, their recurrence will increase to $Δφ(t) = \frac{r}{T_f - T_i}$. Such a recurrence will be higher than $Φ(t)$; the trust score of these $k$ sources will decrease to $θ_i' = 0.5 - \bar{θ}_i$ (with $\bar{θ}_i ∈ (0, 0.5)$); the attacker’s capability to solve puzzles becomes $μ_i' = 1/(2^{0.5i\Gamma} + 2^{0.5iΩ} + 2)$. Comparing this situation with the previous one (in which requests are evenly divided throughout time), we have $μ_i' < μ < μ_i'$. Note that, while the attacker has a gain with the sources that request fewer identities, the overhead with the sources that request more identities increases significantly. This is because the complexity of the puzzle increases exponentially. This proof evidences that any attack strategy that does not evenly divide requests throughout the time will result in even more complex puzzles being assigned.

Theorem 3. Let $Δφ(t)$ be the recurrence of sources shared by legitimate users, and let $Δφ_{mal}(t)$ be the recurrence of a source originating malicious requests. In order to achieve as high values of trust score as possible for the malicious requests, the attacker must originate those requests from sources not being shared with legitimate users.
6.4. Dynamics of identity assignment

Fig. 6 presents the results of an evaluation to understand how our solution would behave in a large scale setting. In this analysis, we considered 3.6 million legitimate users that attempt to obtain one identity each, during one year (366 days). An attacker, controlling a botnet of 10,000 machines, attempts to control 1.8 million identities in the same period (one third of legitimate identities). We adopted the following distributions for the arrival of legitimate and malicious requests: fixed rate, exponential, and Gaussian. The attacker evenly divides her malicious requests over time, and among the sources in her control. The other parameter settings for the analysis are: \(P_{\text{leg}} = P_{\text{mal}} = 1\); \(\gamma = 6\) (which means puzzles will have a fixed complexity which takes 64 s to solve on an standard hardware); \(\Gamma = 13\) (meaning that most complex puzzles will take at most 2.275 h to solve); \(\omega = 0\); and \(\Omega = 17\) (meaning a wait time assigned between 0 and 36 h, depending on the source trust score). The identities assigned are valid for a period of four days, or twice the duration of the sliding window.

With regard to the setting for the sliding window \(\Delta t\) and smoothing factor \(\beta\), we refer to our previous work [17], for a sensitivity analysis and methodology for determining a proper setting those parameters, considering the identity management scheme based on adaptive puzzles. In summary, the sensitivity analysis shown in our previous work suggested that the values of \(\Delta t = 48\) h and \(\beta = 0.125\) are promising to control the dissemination of fake accounts without hampering legitimate users. Of course, a proper setting these parameters requires considering the particularities of users’ behavior (e.g., expected frequency of one’s identity requests) and conservativeness with regard to changes in users’ behavior.

As one can see, legitimate users were minimally penalized, and managed to control 70% of the identities (\(\approx 2.5\) millions) by the end of the analysis, in all of the considered scenarios. In contrast, the attacker was able to achieve only 6% of her goal (of controlling 1.8 million identities). Considering only the valid identities in the system, the attacker was able to maintain 4.8% of the identities only. These results, in addition to confirming the results achieved with simulation and experimentation, provide strong evidence that our solution not only is able to control the dissemination of fake accounts, but remains effective in environments comprised of millions of users.

7. Simulation and experimentation with PlanetLab

Next we present the results achieved with simulation and experimentation using the PlanetLab environment. Here we take advantage of the analytical model, in order to cross-validate the outcome of both the simulation and experimental evaluation.

7.1. Simulation

We developed a simulation environment\(^4\) that mimics the dynamics of puzzle assignment and resolution for our evaluation. In summary, it aggregates the functionalities of managing users’ identity requests, puzzle assignment and validation, and granting (or denial) of requests (according to the correctness of received puzzle solutions). Although based on simulation, we made sure to use in our evaluation real life traces of identity requests. It is also important to emphasize that our simulation environment is system-agnostic, thus being suitable for evaluation of other (peer-to-peer) systems that can accommodate a puzzle-based identity management scheme.

We have evaluated scenarios with and without attack, considering the following solutions: without control, based on static puzzles (as proposed by Rowaihy et al. [9]), and our solution. To evaluate them through simulation, the following aspects had to be observed: (i) behavior of legitimate users, (ii) their computing power, (iii) puzzle complexity, and (iv) attacker’s goal. Each of these aspects is discussed next.

7.1.1. Parameter setting of the simulation environment

In a previous work [17], we carried out an extensive sensitivity analysis to understand the influence of various parameter settings on the effectiveness of adaptive puzzles; here we take advantage of its major findings to define parameter setting. It is important to emphasize that

\(^4\) The simulator and trace used in our evaluation are available for download at http://www.inf.ufrgs.br/~wlcordeiro/adaptive_puzzles/.
adopted settings characterize scenarios favorable to the attacker.

The simulation has duration of 168 h. In this period, 160,000 users (from 10,000 sources) arrive 320,000 times in the system. The number of users per source is exponentially distributed (between 1 and 32). This choice is supported on a study [30] that suggests that the number of unique end-hosts behind NAT networks – in residential DSL lines of a major European ISP – follows an exponential distribution. The arrival per source is exponentially distributed (bounded between 1 and 64).

The first arrival of each user is normally distributed throughout the simulation; inter-arrivals follow an exponential distribution, bounded between 1 min and 48 h; each user’s recurrence is uniformly distributed, between 1 and 4; finally, the computing power of legitimate users is normalized and exponentially distributed, bounded between 0.1 and 2.5 times the capacity of a standard, off-the-shelf hardware used as reference.

To model the delay incurred from puzzle-solving, we consider that a puzzle of complexity \( \gamma_{tk} \) takes \( 2^\gamma_{tk} + 2^\gamma_{tk-1} \) s to be solved using the standard, off-the-shelf hardware; a computer twice as fast takes half of that time. As for the waiting time, we consider that a factor of \( \omega_{tk} \) results in \( 2^\omega_{tk} \) sofwai t.

We consider two situations for the attacker: one in which she is able to increase her computing power (using a cluster of high-performance computers), and another in which she increases both the computing power and the number of sources from which her requests depart (e.g., using a botnet of high-performance computers).

The other parameters in our evaluation are defined as follows. For adaptive green and useful puzzles, \( \Delta t = 48 \) h and \( \beta = 0.125 \). We use \( \Gamma_{req} = 15 \) (as maximum possible complexity when the user does not have a valid identity), \( \Gamma_{renew} = 14 \) (when the user has a valid but expired identity), and \( \Gamma_{renew} = 13 \) (otherwise). The waiting factor is \( \Omega = 17 \). Given the short scale of our simulation (one week), we consider that identities expire \( E = 24 \) h after created/renewed, and become invalid after \( V = 48 \) h. For static puzzles, we consider a scenario with complexity \( \Gamma = 10 \) (which take around 17 min to solve, depending on the hardware) and \( \Gamma = 15 \) (which take around 9 h to solve). We also compare the performance of our solution with the traditional adaptive puzzles [17]; the adopted parameter setting is \( \Gamma = 17, \Delta t = 48 \) h, and \( \beta = 0.125 \).

7.1.2. Effectiveness in mitigating fake accounts

Fig. 7 shows the results achieved when the attacker increases her computing power to solve puzzles more quickly. We consider scenarios in which the attacker has \( M_{atk} = 10 \) sources (Fig. 7(a) and (b)), and \( M_{atk} = 500 \) sources (Fig. 7(c) and (d)) in her control. The number of high-performance computers available for the attack is defined proportionally to the number of legitimate sources: \( M_{c} = 1 \) computer; \( M_{c} = 10 \); \( M_{c} = 0.5\% \) (50 computers); \( M_{c} = 1\% \) (100 computers); and \( M_{c} = 5\% \) (500 computers). In the attack scenarios where static puzzles are used, the number of high-performance computers available for the attack is \( M_{c} = 5\% \). For the sake of legibility, we omit curves for adaptive puzzles (see Table 4 for a summary). It is important to mention that, for legitimate users, the total number

![Fig. 7. Number of accounts (legitimate and fake), in the scenario where the attacker increases her computing power to solve puzzles.](image-url)
of identities created is depicted in the plots; as for the attacker, the plots depict the number of valid identities she controls in a given instant. This choice is because legitimate users request only one (or very few) identities during the simulation period, for use in a period shorter than its validity. As for the attacker, his goal is both creating and maintaining valid fake accounts.

One can see in Fig. 7(b) that the use of green and useful puzzles (also referred to as “our solution” in the remainder of this section) clearly limits the number of fake accounts the attacker can control, in contrast to the scenario where static puzzles are used (curves “Static (10)” and “Static (15)”). This observation holds even for the worst case scenario to our solution, i.e., when the attacker has a cluster of $M_c = 5\%$ high-performance computers: our solution reduced in $81\%$ ($R = 0.81$) the number of fake accounts, comparing to the scenario “Static (15)” ($\int_0^{168} f(t)dt = 936,087$ for static puzzles, and $\int_0^{168} f(t)dt = 169,619$ for our solution). As for the overhead imposed to legitimate users, Fig. 7(a) shows that it was negligible.

Fig. 7(d) evidences that increasing the computing power available is the only way the attacker can circumvent our solution; even so, she is not able to control more identities than would happen in the case of static puzzles with complexity $\Gamma = 15$. Fig. 7(c) shows that legitimate users remain unaffected.

From the results described above, two major conclusions can be drawn. First, our solution makes it more expensive for an attacker to control fake accounts in the system, and she cannot repeat the same performance as seen in traditional approaches. Second, static puzzles impose an important trade-off between effectiveness (in mitigating fake accounts) and overhead (to legitimate users); with $\Gamma = 10$, static puzzles were totally ineffective; with $\Gamma = 15$, there was a considerable overhead imposed to legitimate users, in exchange for some improvement in mitigating fake accounts.

The attack does not improve much when the attacker uses a botnet to solve puzzles. Fig. 8 shows that she only achieves a relative success in the extreme scenario where the botnet represents $5\%$ of the total of sources. However, such success is not sustainable, because of the poor reputation of malicious sources; by the end of the evaluation, she has only a few identities more than she would have if static puzzles were used. Again, the overhead to legitimate users was minimal.

It is important to emphasize here that our solution does not necessarily distinguishes users between either legitimate or malicious. Instead, we compute the likeliness that an identity request, coming from a certain source, is presumably legitimate or part of an ongoing attack. We have chosen such design because our solution must deal with a potentially large number of users (in the order of millions), having a diverse set of identity request patterns, in scenarios more suitable to weak-based identity schemes. Therefore, we have focused on a solution in which legitimate users be minimally penalized, while imposing a significant penalty to a large fraction of malicious requests. To this end, our trust score metric (used to establish the “reputation” of some request) varies between $0$ and $1$, being $0$ total distrust and $1$ complete trust on that request.

Having said that, we analyzed for the botnet scenario the perceived reputation of legitimate and malicious identity requests. In summary, the results achieved were promising. At least $61\%$ of legitimate requests were assigned a good reputation (i.e. $0.5$ or higher), thus being regarded as presumably legitimate and minimally penalized. Another $34\%$ of legitimate requests were assigned a value of trust score that, although suggesting a worse reputation, resulted into puzzles whose complexity were far smaller than those assigned to malicious requests. Conversely, less than $5\%$ of malicious requests (considering a handful requests made) were assigned good values of trust score. These results evidence that our solution is able to effectively identify legitimate requests as being so, with a low rate of false positives.

In Table 3 we compare the results achieved with the analytical model to those obtained through simulation. Observe that the model enables us to assess identity assignment trends for a given set of parameters, also establishing an upper bound for the number of malicious identities created/valid. It is important to emphasize that the difference observed when comparing the number of valid malicious identities occurs due to the simplified nature of our analytical model. For example, the model uses a same value of trust score for all identity requests within a given round (which has the duration of an entire window $\Delta t$). The simulation, in contrast, updates the value of trust score after every identity is assigned (similarly to what would take place in the wild).

Table 4 presents a statistical summary of puzzle resolution times, in the botnet scenario. The results show that in
the case of green and useful puzzles, legitimate users are assigned easier-to-solve ones (each puzzle took 697 s on average to be solved, in the scenario \(M_a = 10\)). In contrast, the attacker took 146% more time on average to solve puzzles (1716 s in the same scenario). More importantly, 90% of users took at most 2093 s to solve puzzles; for the attacker, it took 3305 s.

For static puzzles, legitimate users and attacker took on average almost the same time to solve them (which was extremely high for \(\Gamma = 15\)): the difference observed is because the computing power of legitimate users is not uniform, and different from the attacker (which is fixed). In summary, these results evidence that green and useful puzzles represent an interesting approach for tackling fake accounts, as they (i) impose a significant overhead per identity obtained by the attacker, (ii) minimizes the burden caused to legitimate users, and (iii) decreases the overall processing effort required for puzzle solving, without losing effectiveness in stopping attackers.

### 7.1.3. Energy efficiency

We calculated an estimate for energy consumption based on the resolution of puzzles written in python, on an Intel Core i3-350M notebook, with 3MB of cache memory, 2.26 GHz CPU clock, and Windows 7. We used JouleMeter\(^5\) for measurement, and considered only the processor energy consumption. After 150 runs, we observed an average consumption of 1.215 J. It is important to emphasize that, although we do not consider the various existing hardware and processor types, this estimate remains as an important indicator – neglected in previous investigations – for the average energy consumption expected for a puzzle-based solution.

The total energy consumption (summing up legitimate users and the attacker) caused by green puzzles in the \(M_a = 5\%\) botnet scenario (330 MJ) is significantly lower compared to the measured for adaptive puzzles (1490 MJ); the savings ratio is \(D = 0.71\). More importantly, it is only 4.9% of the consumption estimated for static puzzles (6742 MJ; 319,433 puzzles of complexity 15 assigned to legitimate users, and 23,176 to the attacker). In this comparison, the savings ratio is \(D = 0.95\), i.e., a difference of 6412 MJ (1.78 MWh); this is equivalent to 69% of the annual energy consumption per capita in Brazil [31]. These results not only emphasize the need for green puzzles, but also highlight the potentialities of using waiting time to materialize them.

An important observation regarding energy consumption on the bootstrap side is that the puzzle verification load remains similar when comparing adaptive puzzles with green and useful puzzles, and also with static puzzles. This is because the cost of verifying the solution of a puzzle is constant and deemed negligible, and does not change regardless of its complexity. As these figures are similar, we do not take into account bootstrap-side energy consumption for puzzle verification on our evaluation.

### 7.1.4. Monetary analysis of the attack

Here we present a budgetary analysis of the attack, considering each identity the attacker could obtain during the 168 h simulation period. For estimating prices, we

---

Table 5
Budgetary analysis of an attack launched against our solution.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Cluster</th>
<th>$M_\alpha = 10$</th>
<th>$M_\alpha = 5%$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Identities (% of attackers’ goal)</td>
<td>Total US$/id</td>
</tr>
<tr>
<td>$M = 1$</td>
<td>1</td>
<td>10 (less than 0.1%)</td>
<td>$14$</td>
</tr>
<tr>
<td>0.8$M = 10$</td>
<td>10</td>
<td>72 (less than 0.1%)</td>
<td>$102$</td>
</tr>
<tr>
<td>$M = 0.5%$</td>
<td>50</td>
<td>115 (0.1%)</td>
<td>$492$</td>
</tr>
<tr>
<td>0.8$M = 1%$</td>
<td>100</td>
<td>273 (0.3%)</td>
<td>$979$</td>
</tr>
<tr>
<td>$M = 5%$</td>
<td>500</td>
<td>1303 (1.6%)</td>
<td>$4877$</td>
</tr>
</tbody>
</table>

considered a 2-vCPU Amazon EC2 Compute Optimized solution (for providing computing power), which can be hired for as low as US$0.094/h each, US$0.058/h per vCPU (an equivalent Microsoft Azure D-series virtual machine solution costs US$0.094/h) [32,33]. For spoofing sources of computing power rental period). In the case of legitimate sources and 20 malicious ones. The legitimate user request 2400 identities during one hour. The first request of each user is uniformly distributed during this period; their recurrence follows an exponential distribution, varying from 1 to 15 min. The interval between arrivals is also exponentially distributed, between 1 and 10 min. The attacker requests 1200 identities (1/3 of the requests of legitimate users), making an average of 60 identities per malicious source; their recurrence follows a fixed rate of one request per minute. Our evaluation (including the behavior of legitimate users and the attacker, and duration of the evaluation) was defined observing the technical constraints imposed by the PlanetLab environment (e.g., limited computing power, unstable nodes, and network connectivity); due to these constraints, the identity renewal aspect of our solution could not be evaluated. As for the proportion of 1/3 of identities, it was chosen since it exceeds the fraction of fake accounts that sybil-resilient solutions tolerate [40,41].

To make puzzles useful in our design, we used a software that emulates a small simulation experiment; it receives a list of random number generator seeds, and generates a single text file containing the results (for all seeds informed). The puzzle complexity is determined by the number of seeds informed, which in turn is proportional to $2^{n/3}$-1. For static puzzles, we considered the one proposed by Doucet [1] (discussed in Section 4.1).

The other parameters were defined as follows. For our solution, $\Delta t = 48$ h, $\beta = 0.125$, $\Gamma_{pl,req} = 22$ (which is equivalent to $\Gamma = 4$ used in the simulation model), $\Gamma_{pl,req} = 21$ ($\Gamma_{req} = 3$), $\Gamma_{pl,req} = 20$ ($\Gamma_{req} = 2$), and $\Omega = 10$. For the mechanism based on static puzzles, we considered three scenarios: $\gamma_{pl,1} = 16$ ($\gamma = 1$), $\gamma_{pl,2} = 20$ ($\gamma = 2$), and $\gamma_{pl,3} = 24$ ($\gamma = 6$). The adjust in the puzzle complexity, comparing the simulation model with the evaluation presented next, was necessary for adapting the puzzle-based mechanisms to the computing power constraints in the PlanetLab environment.

Fig. 9 shows that the dynamic of identity assignments to legitimate users with the proposed solution (curve “Our solution”) is similar to the no control scenario (“No control”). In contrast, it evidences the overhead/ineffectiveness of using static puzzles for identity management. Focusing on the attacker, our solution reduced significantly the number of fake accounts she created (compared to the scenario without control).

The energy consumption estimates obtained also indicate the efficacy of our solution. While static puzzles with $\gamma_{pl,1} = 16$, $\gamma_{pl,2} = 20$, and $\gamma_{pl,3} = 24$ consumed 58.70 KJ, 533.85 KJ, and 803.92 KJ (respectively), our solution...
led to a consumption of 13.39 KJ only. It represents 22.81% ($D_{\Gamma pl,1} = 0.7718$), 2.41% ($D_{\Gamma pl,2} = 0.9749$), and 1.66% ($D_{\Gamma pl,3} = 0.9833$) of the estimated consumption with static puzzles.

Our experiments with the PlanetLab environment also served to prove the effectiveness of using data processing jobs in replacement of cryptographic puzzles, as a strategy to make puzzles useful. In summary, the experiments carried out in the PlanetLab environment not only confirmed the results achieved through simulation, but also evidenced the technical feasibility of using adaptive puzzles, waiting time, and massive distributed computing for green and useful identity management.

8. Final considerations

The use of puzzles to limit the spread of fake accounts has been hampered, among other reasons, due to the lack of mechanisms that deal properly with situations in which there is a gap of computing power between legitimate users and attackers. Existing solutions do not take advantage of discrepant behaviors observed between legitimate users and attackers as an approach to weight the complexity of assigned puzzles. To bridge this gap, we proposed a lightweight scheme for long-term identity management, based on adaptive puzzles, waiting time, and massive distributed computing.

The experiments carried out have shown the effectiveness of our solution in decreasing the attackers’ ability of creating an indiscriminate number of counterfeit identities, without compromising legitimate users, using puzzles that consume resources in an efficient and useful manner. In summary, our solution has shown to be possible to force potential attackers to pay substantially higher costs for each identity; conversely, legitimate users received more easier-to-solve puzzles than the attacker, and took 43% less time on average to solve them. The use of waiting time, technique traditionally used in websites to limit the access to services, led to significant energy savings (at least 94% when compared to static puzzles [9]). More importantly, we observed an improvement of 81% in the mitigation of fake accounts when compared to the state-of-the-art mechanisms; this provides evidence to our claim that a puzzle-based identity management scheme can be modified so as to reduce its resource consumption, and without compromising its effectiveness. Finally, the use of massive distributed computing has shown to be technically feasible (considering several experiments carried out in environments such as PlanetLab) for providing utility for the processing cycles dedicated to solve puzzles.

The experiments carried out evidenced two major issues associated to puzzles. First, it was confirmed the unfeasibility of using static puzzles, given the difficulty in establishing a complexity that is effective against attackers and less harmful to legitimate users. Second, cryptographic puzzles have not shown to be reliable in assuring that an attacker will be penalized as expected. For example, the resolution time of a puzzle having a given complexity, in a certain multi-core hardware, varied from a few seconds to hundreds of minutes. The use of lessons learned from massive distributed computing, and the replacement of cryptographic puzzles with real data processing jobs (in our evaluation, simulation jobs), has shown to be a promising direction to deal with this issue.

In spite of the progresses reported, many opportunities for research remain. The most prominent one is the instantiation of our solution in the context of online social networks. Our idea is to introduce an admission process in which newly created accounts are regarded as “verified” only after a number of users already in the system (determined as a function of a trust score value) have vouched for them.
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